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Abstract—In this paper, we compare the performance of
different deep-learning architectures under a patch-based frame-
work for the semantic labeling of sparse annotated urban
scenes from very high resolution images. In particular, the
simple convolutional network ConvNet, the AlexNet and the VGG
models have been trained and tested on the publicly available,
multispectral, very high resolution Summer Zurich v1.0 dataset.
Experiments with patches of different dimensions have been
performed and compared, indicating the optimal size for the
semantic segmentation of very high resolution satellite data. The
overall validation and assessment indicated the robustness of the
high level features that are computed with the employed deep
architectures for the semantic labeling of urban scenes.

I. INTRODUCTION

Urban classification from various sensors is a well studied
problem in the remote sensing community [1], [2], [3] with
important research and development efforts during the last
decades. Depending on the resolution and the type of the
remote sensing data several methods have been proposed in
the literature, mainly addressing the task with pixel-based or
object-based frameworks.

Recently, neural networks with deep architectures have
reached state-of-the-art results for image semantic labeling in
the computer vision and machine learning communities [4],
[5]. They have led to significant classification performances
due to their capacity to build powerful high-level features.
Autoencoders, Deep Boltzmann Machines, Deep Belief Net-
works and Convolutional Neural Networks (CNNs) are some
of the most commonly used architectures in the literature.
Additionally, the remote sensing community has adopted them
successfully for addressing several classification tasks with
data from various remote sensing sensors [6], [7], [8], [9],
[10], [11].

Among them, approaches targeting semantic labeling from
VHR images can significantly contribute to efficient semantic
segmentation of urban scenes. For example, authors in [11]
propose a multiscale patch-based approach for semantic label-
ing of VHR images which was based on CNN features, hand-
crafted features as well as Conditional Random Fields (CRFs).
Moreover, a CRF model [12] based on ring-based, class-
interaction potentials was recently proposed which improved
average class accuracy semantic labeling rates against standard
approaches.

In this paper, we compare the performance of three dif-
ferent deep architectures i.e., a simple ConvNet, AlexNet [13]

and VGG [14] for semantic labeling on the publicly avail-
able multispectral dataset, Summer Zurich v1.0 [12]. The
sparse annotated ground truth of this particular dataset was
the main reason for benchmarking patch-based and not for
example dense prediction approaches. Additionally, we assess
the performance of the different patch dimensions e.g., 11x11,
21x21, 29x29, 33x33 and 45x45, by comparing their resulting
accuracy rates towards optimal patch size selection for urban
semantic labeling. It should be noted that although features are
calculated at deeper layers with relatively small patch sizes,
which seems to affect their quality and robustness, we did
perform experiments in order to evaluate this particular aspect
when patches of different sizes are employed.

II. METHODOLOGY

For the training process, three different deep learning
models have been employed and compared in this paper. Their
architecture is based on CNNs and similarly to any neural
network, they accept as input a training vector which is then
processed by the neurons of internal layers. The most common
CNN layers are the convolutional, pooling and activation
ones. Convolutional layers play the most significant role in
CNNs, as they execute most of the excessive mathematical
lifting. They include many learned filters for the extraction
of features, which are also known as receptive fields. Many
other hyperparameters are available enabling the fine tuning
of the models. For example, stride and zero-padding are such
parameters which mainly control the number of neurons. In
particular, stride represents the step of the filter expressed
with number of pixels, while the zero-padding allows the
filling of the input volume with zeros at the border. Regarding
the activation function layers, they are of various types and
each one applies a different function to the processed dataset
depending on the training needs. Some of the functions that
can be used are tanh, softmax ezc. Lastly, pooling layers have
a downsampling role. Similar to convolutional layers, they are
composed of local filters which contribute to the reduction of
data, thus leading to a decrease in computational activities.

In the following paragraph, the deep learning models that
were employed for the training process are described along
with the implementation parameters.

A. The Simple ConvNet Network (ConvNet)
A relatively simple ConvNet network consisting of 4 layers
(Figure 1): 2 convolutional and 2 fully connected has been
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tested. The architecture of this model is displayed in Figure 1
for a patch size of 29x29 pixels. More specifically, the initial
patch is given as input to the first convolutional layer, which
produces an output volume of size 32x25x25. The tanh func-
tion is then applied element-wise to the input tensor. Since
ConvNet is a relatively narrow model, the tanh function was
preferred in this setup due to the symmetrical output that
produces (i.e., its range is (-1,1)), which limits biases and
avoids saturation. The rectified linear unit (ReLU) function can
be used as well. Then a max-pooling operation follows, which
downsamples the training dataset and lightens the computa-
tional burden. The next convolutional layer follows the same
pattern, feeding the output to the last 2 fully-connected layers
that produce the distribution over the 8 different classes.

Input patch 32x25x25 Conv 64x12x12 Conv

Tanh Tanh Tanh
20x29x4 2X2 Pooling 2x2 Pooling FC(00) FC(8)

—- —- - -
Fig. 1.  Graphical illustration of the ConvNet model for a 29x29 patch

dimension. Dimensions refer to internal layers and represent data sizes, not
receptive fields.

B. The AlexNet Network (AlexNet)

Moreover, we employed the AlexNet architecture [13] for
the different patch-based experiments. AlexNet is deeper than
the ConvNet, consisting of 8 layers (Figure 2): 5 convolutional
and 3 fully connected. More specifically, the first convolutional
layer receives the raw input patch which consists of 4 channels
(or input planes) and is of size 29x29 for the specific example.
The image is processed by kernels of size 4x3x3 and a stride
of 1 pixel, producing an output volume of size 16x27x27.
After that, the rectified linear unit (ReLLU) function is applied
element-wise to the input tensor. Lastly, a max-pooling oper-
ation is applied, which reduces the spatial size of the input
volume using kernels of size 3 and a stride of 2 producing
a final output of size 16x13x13. The next layer follows the
same pattern (Convolution-ReLLU-MaxPooling) resulting in an
output volume of size 96x6x6. The third convolutional layer
applies 3x3 kernels and a stride and zero padding of 1,
followed by the application of the rectified linear unit function.
The fourth layer has the same form (Convolution-RelLU)
resulting in an output volume of size 64x6x6. This volume
is then processed by the last convolutional layer (Convolution-
ReLU-MaxPooling) which feeds the outcome to the last 3 fully
connected layers. The final outcome of the model is given to
a softmax function which produces the desired results.

C. VGG Network (VGG)

In addition, we tested a variation of the relative deeper
VGG model [14]. One variation between the original VGG
model and the one implemented in all our experiments is the
use of batch-normalisation and dropout layers in the consec-
utively convolutional layers. In particular, the implemented
model consists of 16 layers: 13 convolutional and 3 fully
connected. This model repeatedly makes use of convolutions

16x27x27 Conv

48x13x13 Conv
Input patch RelU RelU

96x6x6 Conv 64x6x6 Conv

29x29x4 3x3 Pooling 3x3 Pooling RelU RetU
. . — —- —
oo ™ w
: Dropout Dropout FC8
2x2 Pooling EC 200 FC 200 Softmax
— — — —
Fig. 2. Graphical illustration of AlexNet model for patches of size 29x29.

TH represents the application of the threshold function.

followed by batch-normalisation operations and applications
of the rectified linear unit function. If we consider this group
of consecutive operations as a function named ConvBNReLU,
we can see the form of the entire model in Figure 3. One can
observe that there are also many dropout layers, which reduce
the possibility of overfitting.

ConvBMNRelLU ConvBMReLU ConvBNRelLU ConvBNReLU
Dropout(0.3) Dropout(0.4) Dropout(0.4) 2x2 Pooling
Input patch ConvBNRel U ConvBNRel U ConvBNRelLU ConvBNRelU
29x20x4 2x2 Pooling 2x2 Pooling Dropout(0.4) Dropout(0.4)
. . — — —
ConvBNReLU ConvBNReLU EC 512 BatchMNorm(512)
Dropout(D.4) Dropout({0.4) ConvBNReLU D (0.5 RelLU
ConvBNReLU  ConvBNRelU 2x2 Pooling rﬁ?s{é ) Dropout(0.5)
2x2 Pooling Dropout(0.4) FC(8)
—_— — — — —
Fig. 3.  Graphical illustration of VGG model. Function ConvBNRelu is

depicted with red letters.

D. Implementation details

Regarding the implementation, all the models were trained
with a learning rate of 1 for 36 epochs, while every 3 epochs
the learning rate was reduced to half. The momentum was set
to 0.9, the weight decay parameters to 5-10~* and the limit
for the Threshold layer to 10~7. The only exclusion was the
VGG model which was trained for 40 epochs due to its greater
depth. For the testing, ConvNet and AlexNet needed about 10-
15 minutes while VGG needed about four hours on a GeForce
GTX 980 GPU.

III. EXPERIMENTAL RESULTS AND EVALUATION

For the evaluation of the tested architectures the publicly
available Zurich Summer v1.0 dataset [12] was employed.
In particular, the dataset contains 20 multispectral, very high
resolution Quickbird images together with the ground truth for
eight different classes. All VHR images were acquired over the
city of Zurich in 2002. Every image has different dimensions
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The resulting semantic labeling maps after the application of the ConvNet (c) and AlexNet (d) deep learning models. Each class is presented with

different color. The corresponding RGB image (a) and the ground truth data (b) are also shown.

of about 1000x1100 pixels, while the acquired Ground Sample
Distance (GSD) is equal to 0.61 meters. Lastly, the different
classes that are included in the dataset are the following eight:
Roads, Buildings, Trees, Grass, Bare Soil, Water, Railways and
Swimming Pools.

The training dataset was produced using 18 out of 20
images, while the remaining two were used for testing. The
test images were selected so as to include all the eight different
classes of the dataset. More analytically, Image #1 (zhll
image from the dataset) includes the following classes: Roads,
Buildings, Trees, Grass, Water and Railways, while, Image #2
(zh18 image from the dataset) includes the following classes:
Roads, Buildings, Trees, Grass, Bare Soil and Swimming Pools.

The training dataset was set up according to the following
procedure: Firstly, the number of corresponding pixels was
calculated for each category of an image. Ten percent of this
number was randomly collected for each class and was used for
extracting the patches. More specifically, patches of dimension
11x11, 21x21, 29x29, 33x33 and 45x45 were centred on every
pixel under consideration. The final training dataset was a
4-dimensional vector of size N x 4 x F x F, where N is
the number of patches, 4 is the number of available spectral
channels, while F represents the patch dimensions that are
produced at each time. The total number of training patches
was approximately 1100000 for all the classes. Lastly, it should
be mentioned that in all cases the training was performed from
scratch and none data augmentation technique took place.

Different training and testing procedures were performed
with the ConvNet model based on the different patch sizes.
The resulting overall accuracy was examined for all sizes and

the higher ones were used to train the two other deeper models
i.e., AlexNet and VGG. In Figure 4 the resulting semantic
labeling maps after the application of the ConvNet and AlexNet
deep learning models are presented. After a close look one
can observe that both models managed to compute adequate
features in order to detect efficiently the different semantic
labels.

For the quantitative evaluation, the overall accuracy (OA)
and Kappa coefficient measures have been calculated. The
resulting accuracy rates, when patches of different dimen-
sions were considered, are shown in Table I for the case
of the ConvNet model. Generally speaking, all tested patch
dimensions resulted in high accuracy rates (>90%), while the
Kappa coefficient rates exceed 87%. As expected, the lowest
quantitative rates were reported for patches with relatively
small dimensions i.e., 11x11 pixels.

The highest accuracy rates were obtained for patch sizes of
29x29 and 45x45. In particular, the 29x29 resulted in slightly

Patch size OA % Kappa coefficient
Image #1 | Image #2 | Image #1 | Image #2
11x11 90.3 91.1 0.872 0.886
21x21 92.4 92.7 0.900 0.890
29x29 94.8 93.5 0.911 0.903
33x33 93.2 92.3 0.910 0.886
45x45 95.2 92.4 0.937 0.886
TABLE 1. THE RESULTING ACCURACY RATES FOR EXPERIMENTS WITH

THE ConvNet MODEL AND PATCHES OF DIFFERENT SIZES. THE OVERALL
ACCURACY (OA) AND KAPPA COEFFICIENT WERE OBTAINED FROM THE
RESULTING CONFUSION MATRICES.



Models Image QA‘ (I%mage #2 lrrlliaagl::p#-‘i::l 1 cr?ﬁ;;ﬁ&
Learned RP 40m [12] 78.35 0.813
ConvNet 84.7 90.3 0911 0.903
AlexNet 86.5 89.5 0.910 0.897
VGG 80.9 89.9 0.936 0.905
TABLE II. THE RESULTING ACCURACY RATES OF THE THREE

EMPLOYED DEEP LEARNING MODELS WHEN A 29X29 PATCH WAS
CONSIDERED. RESULTS ARE COMPARED WITH THE METHOD IN [12].

higher mean OA (94.2%). The accuracy rates for the size of
33x33 were lower. Moreover, for a patch size of 45x45 even
if it scored the highest rate for the case of Image #1 there
was a failure to detect certain classes, like the Railways. The
Railways class resulted into a zero accuracy in this particular
case.

For a patch size of 29x29 we did comparisons with the
other two deeper models i.e., the AlexNet and VGG. These
results are presented in Table II. The highest mean average
accuracy (AA) rates were obtained from the AlexNet and
ConvNet models. The VGG network scored almost the same
with the other two methods, while it scored higher Kappa
coefficient. It should be noted that all deep learning models
outperformed the mean average accuracy and the Kappa co-
efficient of the method ’Learned RP 40m’ in [12] by at least
2% on the same dataset. This implies that deep convolutional
architectures seem to construct more adequate and robust
features, while the computations at the deeper layers with a
relatively small patch size do not significantly impede the mean
average accuracy result.

For a more detailed quantitative evaluation, the highest
accuracy rates obtained for each land cover class were also
compared in Table III. Apart from the class Trees for which the
"Passive RP’ method in [12] resulted in the highest accuracy
rates, in all other cases the CNN architectures outperformed
the methods considered in [12]. Moreover, the deeper VGG
model was the one that resulted in the highest accuracy rates
for the majority of the land cover classes, even though it did
not have the highest mean average accuracy. This is mainly
due to its quite low accuracy on the Railways class.

IV. CONCLUSION

In this paper, the performance of different deep-learning
architectures under a patch-based framework for the semantic
labeling of urban scenes was evaluated. Different patch sizes
were employed and tested under the ConvNet model. The
AlexNet and VGG models were also employed for training
and testing on the publicly available, multispectral, very high
resolution Summer Zurich v1.0 dataset. The overall results
demonstrate the robustness of the high level features that
are computed with the employed deep architectures for urban
scene semantic labeling with very high resolution satellite data.
In particular, all implemented deep learning models outper-
formed the mean average accuracy of the method ’Learned
RP 40m’ in [12] by at least 2% on the same dataset.
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